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Abstract—Emerging technologies in healthcare aim at reducing unnecessary visits to medical specialists, minimizing overall cost of treatment and optimizing the number of patients seen by each doctor. This paper explores image recognition for the screening of diabetic retinopathy, a complication of diabetes that can lead to blindness if not discovered in its initial stages. Many previous reports on DR imaging focus on the segmentation of the retinal image, on quality assessment, and on the analysis of presence of DR-related lesions. Although this research has advanced the detection of individual DR lesions from retinal images, the simple presence of any lesion is not enough to decide on the need for referral of a patient. Deciding if a patient should be referred to a doctor is an essential requirement for the deployment of an automated screening tool for rural and remote communities. We introduce an algorithm to make that decision based on the fusion of results by meta-classification. The input of the meta-classifier is the output of several lesion detectors, creating a powerful high-level feature representation for the retinal images. We explore alternatives for the bag-of-visual-words (BoVW) based lesion detectors, which critically depend on the choices of coding and pooling the low-level local descriptors. The final classification approach achieved an area under the curve of 93.4% using SOFT-MAX BoVW (soft-assignment coding / max pooling), without the need of normalizing the high-level feature vector of scores.

Index Terms—Diabetic retinopathy, lesion detectors, referral, visual dictionaries, meta-classification, bag-of-visual-words.

I. INTRODUCTION

The development of computational systems that support specialists in diverse areas of health care has been the focus of several studies [1]–[5]. The use of computational methods that aid in the diagnosis of disease has contributed significantly to improve the quality of life of patients. In this context, several computational systems have been proposed (e.g., [1]–[3]) for dealing with complications related to Diabetes Mellitus.
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According to the International Diabetes Federation,1 diabetes will nearly double to 552 million people by 2030 [6]. Diabetes-related complications are also increasing in prevalence including diabetic retinopathy, which currently affects 2.4% of people with diabetes [7], [8] and is the main cause of blindness in the 20 to 74 age group in developed countries [9].

The development of a unified screening system that simultaneously identifies several different DR-related lesions has been described using a bag-of-visual-words model (BoVW) based upon visual dictionaries [1], [2], [10]. This model needs a visual dictionary for each type of lesion, and hence a specific classifier is required for each type of lesion. To decide on the level of DR progression (from mild to severe), or the need for referral, one must combine the separate classifiers into a unified model.

In this paper, we propose a method that recommends referring a patient with diabetes for diabetic retinopathy assessment based on the image classification outcome, which is especially useful in remote and rural areas. The method captures retinal images from non-mydriatic or mydriatic cameras, evaluates the images in real-time, and suggests whether or not the patient requires a review by an ophthalmic specialist within one year after the screening. The method consists of: (1) detecting individual retinal anomalies and extracting the appropriate assessment scores, and (2) classifying the image as referable versus non-referable by means of meta-classification techniques built upon the output of several lesion detectors. Different from [1], [2], [10], we explore alternatives for the bag-of-visual-words (BoVW) lesion detectors, because the performance of BoVW depends critically on the choices of coding and pooling the low-level local descriptors and aim at characterizing the properties and signs related to each kind of lesion of interest.

We organized the remainder of this paper in four sections. Section II describes the related work, while Section III explains our methodology for referral versus non-referral classification. Section IV presents the experimental results for the proposed methods and, finally, Section V concludes the paper.

II. STATE-OF-THE-ART

The existence of a DR-related lesion in a retinal image does not necessarily indicate a vision-threatening sign that requires a referral. The presence of microaneurysms, that characterize a moderate non-proliferative DR type, does not indicate an

1http://www.idf.org/diabetesatlas/5e/diabetes
urgent consultation, but an indication of a follow up between three months and 12 months depending on the number and location of the microaneurysms. Conversely, the presence of neovascularization indicates proliferative retinopathy and if not under treatment, needs urgent referral for management by an ophthalmologist [11]. Other important retinal lesions are cotton wool spots, especially if there are more than five [12].

A nurse-managed primary care clinic is an essential step towards ensuring a satisfactory cost reduction as well as the opportunity of screening, assessment and treatment reaching remote communities. Nurse-led screening programs are designed to verify the presence of any DR-related lesion, as well as to identify the lesion and whether referral is required.

Screening programs for DR have been developed in many countries such as the Netherlands [3], United Kingdom (UK) [4] and Australia [5]. Two well-known examples are the EyeCheck project [3] and the Challenge2009 [13]. In [14], the authors reported that both programs have statistically similar results (AUCs of 82.0% for Challenge2009 [13] and 84.0% for EyeCheck [3]). Both programs focus on the detection of specific lesions and require pre- and post-processing.

In the UK, the National Screening Committee (UK NSC) recommends a systematic population screening program to be offered annually to all people with type 1 and type 2 diabetes aged 12 or over [15]. In 2010–2011, 79% of people in England aged 12 and over diagnosed with diabetes actually attended a retinopathy screening. In the UK, automated DR screening has been investigated with software for image quality assessment and microaneurysm/dot hemorrhage detection. The outcome of this study for two community health screening clinics suggests a reduction of 36.6% in the workload of manual graders [16].

There are several other studies aimed at providing automated DR screening for the use by primary health care providers in rural communities. Luckie et al. [5] have proposed the identification of proliferative retinopathy (characterized by new vessel growth). The authors have explored wave transformation, mathematical morphology operations, and fractal analysis to provide an automated assessment of images to detect vascular proliferation from one image of the macular (posterior pole) region. However, the proposed technique requires an extensive stage of pre-processing.

Decenci`ere et al. [17] have developed a strategy for combining a set of heterogeneous information for classification regarding the referral of patients. The authors have considered: pathological information per lesion (microaneurysms, exudates and hemorrhages), a signature-based pathological score (a proposed solution which relies on wavelet-based image characterization to detect the DR signs), image quality metrics, demographic information and diabetes-related information (age, weight, diabetes type, etc.). The heterogeneous information is later combined with an algorithm for association rule mining.

III. PROPOSED METHODOLOGY

This sections presents the method employed to decide if a patient is to be referred to an ophthalmologist within one year after the screening. The solution consists of (1) training detectors for individual DR-related lesions, and (2) using the decision scores from those detectors for training a meta-classifier that labels the retinal images as referable or non-referable. The individual detectors are based on the bags-of-visual-words (BoVW) model, for which several possibilities of coding and pooling [18] are investigated. The meta-classification can be interpreted as the creation of a high-level feature vector of scores, for which we test three possibilities of normalization.

A. Detection of Individual DR-related Lesions

Individual DR lesions are detected using a bag-of-visual-words (BoVW) model [18]–[20]. These models work by detecting a large number of feature vectors in the images (usually around points of interest) and assigning these vectors to “visual words” using a dictionary of visual appearances. Six lesion detectors are considered: hard exudates, red lesions, superficial hemorrhages, deep hemorrhages, cotton-wool spots, and drusen.

Speeded-Up Robust Features (SURF) [21] is employed to detect the points of interest (Pol) in the images and extract the local feature vectors based on local patches around the Pols. The Pols are detected based on approximations of the Hessian matrix in a scale-space, and the feature vectors are based upon the Haar-wavelet responses around the Pols [21].

An identical protocol is applied to create the visual dictionary associated with the individual detectors. Using a training set of images, two sets of SURF feature vectors are extracted, one coming from regions annotated by medical specialists as containing lesions (positive), and one coming from healthy image regions (negative). A $k$-means clustering algorithm [22] then finds $k/2$ clusters from the vectors obtained using SURF and associated with images containing lesions and $k/2$ clusters associated with those images not containing lesions. The centroids of the clusters of the two sets are used as the visual words in a visual dictionary of size $M = k/2 + k/2$ with a total dictionary size of 500 words. We have set the dictionary size to 500 words (250 visual words for each class of interest) although more automated schemes could be employed to find the best size for each lesion detector [23].

The solution devised in this paper differs from traditional methods (e.g., [19], [20]), where the visual dictionary is obtained from an indiscriminate sample of local features, without considering the classes (positive and negative) by creating a visual dictionary for each lesion/non-lesion. We create a visual dictionary for each lesion/non-lesion case containing specific visual words for each class.

The visual dictionaries are used to transform the low-level local feature vectors extracted by SURF onto mid-level BoVW feature vectors. This transformation requires first a coding step in which the low-level feature vectors are given a representation based on the dictionary. Then, for each image, all encoded vectors are aggregated in a pooling step (using operators such as sum, average and max).

An outline of the mathematical description of the coding and pooling step follows. Once the visual dictionary is created, the visual dictionary can be represented as $C = \{c_i\}, i \in \{1, \ldots, M\}$, where $c_i \in \mathbb{R}^d$ is a visual word in $d$-dimensional
space. Then, for a given image, we start with the set of local descriptors $X = \{x_j\}, j \in \{1, \ldots, N\}$, where $x_j \in \mathbb{R}^d$ is a local feature and $N$ is the number points of interest. Let $z$ be the final BoVW vector representation [18].

The coding step transforms the low-level descriptors onto a representation based upon the codewords. The coding step can be modeled by a function $f: \mathbb{R}^d \rightarrow \mathbb{R}^M, f(x_j) = \alpha_j$ that takes the individual local descriptors $x_j$ and maps them onto individual codes $\alpha_j$. The classical BoVW model employs the “hard assignment” of a low-level descriptor to the closest codeword:

$$\alpha_{m, j} = 1 \text{ if } m = \arg \min_k \|c_k - x_j\|_2$$

else $0$ \hspace{1cm} (1)

where $\alpha_{m, j}$ is the $m^{th}$ component of the encoded descriptor.

As a local descriptor can be roughly equidistant to several visual words, the method described in this paper proposes the use of a soft-assignment coding (degrees of association between the low-level descriptors and the elements of the codebook are allowed while avoiding the boundary effects of hard assignment) [24], [25]. To achieve this a codeword uncertainty algorithm is employed [25]:

$$\alpha_{m, j} = \frac{G_{\sigma}(\|c_m - x_j\|_2)}{\sum_{c \in C} K_{\sigma}(\|c - x_j\|_2)},$$

where $G_{\sigma}$ is the Gaussian kernel with with $\sigma = 45$ [25]. Soft treatment has never been explored in the retinopathy-related literature before.

The pooling step takes place after the coding and can also be represented by a function $g: \{\alpha_j\}_{j=1}^{N} \rightarrow \mathbb{R}^M, g(\{\alpha_j\}) = z$. The classical BoVW corresponds to a “counting of words” (called sum-pooling):

$$g(\{\alpha_j\}) = z : \forall m, z_m = \sum_{j=1}^{N} \alpha_{m, j}$$

While previous approaches in DR-related lesion detection using BoVW have used the sum-pooling approach [1], [2], we use the max-pooling approach is applied here for creating the lesion detectors, taking the maximum activation of each codeword:

$$g(\{\alpha_j\}) = z : \forall m, z_m = \max_{j \in \{1, \ldots, N\}} \alpha_{m, j}$$

The vector $z \in \mathbb{R}^M$ obtained from pooling is a mid-level feature vector ready for use in a lesion/non-lesion classifier.

The common HARD–SUM (hard-assignment coding / sum pooling) and the more recent SOFT–MAX (soft-assignment coding / max pooling) approaches are applied here for creating the lesion detectors.

The final classification step for the individual lesion detectors is based upon a 2-class Support Vector Machine (SVM) [22] classifier, which employs the mid-level BoVW feature vectors for training and classification. In this step, a binary classifier is trained for each individual lesion (Figure 1). Although other classifiers could be used, SVM classifiers are preferred for a number of desirable traits: their solutions are global and unique; they have a simple geometric interpretation; and they are robust to overfitting, even when the input space is very high-dimensional.

B. High-level Feature Extraction and Referral Classifier

The information provided by each individual lesion detector is insufficient for deciding on whether a referral is necessary based on the lesion detector output because the lesions can be minor, just a few, they may not indicate there will be future deterioration of visual function, and their location might also be important (a few lesions present in the fovea may need referral whereas lesions in the periphery may not).

Our aim is to combine the results of the individual detectors in a meta-classification step that indicates whether or not a patient should be referred to an ophthalmologist for further review. This step can be interpreted as the creation of a high-level feature vector from the decision scores of all the lesion detectors. The meta-classification is made possible by an annotated dataset (not used in the training of any lesion detector), with images from patients tagged as referable versus non-referable by two independent experts.

The goal is to have a high sensitivity (very few false negatives), while also keeping high specificity (few false positives): the former is important to ensure that no patient in need stays without care, the latter is important to avoid swamping the health-care professionals with unneeded referrals.

The high-level referral classifier works as follows: (1) extraction of the low-level SURF feature vectors from the training images; (2) creation of the visual dictionaries for the lesions using annotated images of the lesion training sets; (3) extraction of the mid-level BoVW feature vectors using the visual dictionaries; (4) training of the independent SVM lesion detectors. After training individual lesion detectors, a referral classifier needs to be trained. For that, we first (5) extract the high-level feature vectors from the scores of the SVM lesion detectors on a training set of referable versus non-referable tagged images; and finally, (6) we train a meta-classifier with the high-level feature vectors from the referral/non-referral image training set. Figure 1 illustrates these steps.

To analyze retinal images from a patient, we: (1) extract the low-level SURF feature vectors from the retinograph images of this patient; (2) extract the mid-level BoVW feature vectors; (3) extract of the high-level feature vectors from the scores of the individual lesion detectors; (4) perform the final decision based on the high-level feature vector (outcomes of the individual lesion detectors). As we consider six lesion detectors, each high-level feature vector is formed with six decision scores. Figure 2 illustrates these steps.

To obtain the decision score for a particular feature vector representing an image for one detector, the distance of the feature vector representing such image to the decision hyperplane representing the detector is calculated. Alternatively the decision confidence for an input rather than just the binary outcome could be obtained.

C. Normalization

Normally, choosing the most appropriate normalization technique for the obtained decision scores before combining them in a high-level feature descriptor is a difficult task due to the heterogeneity of the score distributions [26].
Two normalization techniques are considered to verify whether the normalization methods improve on the classification outcome regarding the referral classifier: term-frequency (TF), and z-scores or z-norm. TF is widely used in text retrieval, where each document is represented by a vector of word frequencies [19]. It is expressed as the division of the number of occurrences of word $i$ in document $d$ ($n_{id}$) by the total number of words in the document $d$ ($n_d$). Z-norm is calculated by taking the feature vector’s arithmetic mean $\mu$ and standard deviation $\sigma$, subtracting the $\mu$ from each score and dividing the result by $\sigma$ [26].

IV. Validation and Experiments

In this section, we describe the datasets used in the development of the system, the validation protocol employed in the meta-classification, as well as the experimental results.

A. Datasets

Two different datasets tagged by medical specialists, DR1 and DR2, were used to perform the experiments. DR1 is used for creating the DR-related lesion detectors. The data set was created by the Department of Ophthalmology, Federal University of São Paulo (UNIFESP). It has 1,077 retinal images with an average resolution of 640 × 480 pixels,
of which 595 images are normal and 482 images have at least one disease (234 images contain hard exudates, 102 images contain superficial hemorrhages, 146 images contain deep hemorrhages, 139 images contain drusen, 73 images contain cotton wool spots and 180 images present signals of either superficial or deep hemorrhages, red lesions). Each image was manually annotated for DR-related lesion (presence/absence) by three medical specialists, and only the images for which the three specialists agree were kept in the final dataset. The images were captured using a TRC-50X (Topcon Inc., Tokyo, Japan) mydriatic camera with maximum resolution of one megapixel and a 45 degree field of view (FOV).

DR2 comprises 520 images with 12.2 megapixels cropped to $867 \times 575$ pixels to increase the processing speed. The dataset has been collected in the same ophthalmology department as DR1. Among the 520 images, 300 are normal and 149 have at least one lesion (79 images contain hard exudates, 98 images contain red lesions, 50 images contain drusen and 17 images contain cotton wool spots). Ignoring the specific lesion that can be present, 337 images have been manually categorized by two independent specialists with over 10 years of clinical experience as not requiring referral and 98 images require referral within one year to a specialist. Although all patients in the DR2 dataset are diabetic, the specialists were asked to tag an image as referable or non-referable based on any reason they considered relevant, not just the severity of a particular DR lesion. The images were captured using a TRC-NW8 (Topcon Inc., Tokyo, Japan) non-mydriatic retinal camera with a Nikon D90 camera. We have released both datasets at http://www.recod.ic.unicamp.br/site/asdr.

B. Validation Protocol

A cross-dataset training/testing protocol for the individual lesion detectors is used. For that, we train each individual lesion detector using the DR1 dataset and test them on DR2.

The training of a referral classifier uses the individual lesion detectors created with DR1 dataset to obtain decision scores for the images in DR2 selected as training along with their annotated referable information. The testing uses the appropriate part of the DR2 dataset. In this case, a $5 \times 2$-fold cross-validation protocol [27] is used which consists of repeating the process of 2-fold cross-validation five times. In each step, the dataset is randomly divided in two groups. The first group is used for training and the second group for testing. Then, the groups are switched.

C. Experiments

The area (AUC) under the receiver operating characteristic curve (ROC) is used to quantify the experimental results.

The experiments are divided in two parts:

1) Part #1. Experiments for detecting individual anomalies using a cross-dataset validation (training the classifiers with DR1 and testing with DR2).

2) Part #2. Experiments for determining the need of referral using the lesion classifiers trained on DR1 dataset and image scores from the DR2 dataset.

1) Experiments - Part #1: Previous research on individual lesion detection [1], [2] has explored only the HARD–SUM (hard-assignment coding / sum pooling) as mid-level representation. In this paper, we address the limitations of the HARD–SUM approach as discussed in Section III-A and explore alternatives to the mid-level feature extraction such as the SOFT–MAX (soft-assignment coding / max pooling).

For the binary classification technique, we have used the Support Vector Machine (SVM) classifier. We searched for the best SVM parameters during training using the standard LibSVM’s grid search algorithm [28].

Table I shows the results obtained by the individual detectors. The results indicate that the SOFT–MAX technique has a considerable advantage compared to HARD–SUM for detecting hard exudates and cotton wool spots. On the other hand, HARD–SUM performed better for detecting deep hemorrhages. This complementary results goes in line with recent studies in the Computer Vision literature which hints at the interesting properties and results of SOFT-MAX techniques [18], [24], [25].

Table I

<table>
<thead>
<tr>
<th>DR-related Lesion</th>
<th>HARD–SUM</th>
<th>SOFT–MAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard Exudates</td>
<td>93.1%</td>
<td>95.5%</td>
</tr>
<tr>
<td>Superficial Hemorrhages</td>
<td>88.8%</td>
<td>88.7%</td>
</tr>
<tr>
<td>Deep Hemorrhages</td>
<td>90.0%</td>
<td>86.5%</td>
</tr>
<tr>
<td>Red Lesions</td>
<td>92.3%</td>
<td>87.1%</td>
</tr>
<tr>
<td>Cotton Wool Spots</td>
<td>82.1%</td>
<td>84.9%</td>
</tr>
<tr>
<td>Drusen</td>
<td>66.5%</td>
<td>62.6%</td>
</tr>
</tbody>
</table>

2) Experiments - Part #2: This part evaluates the referral meta-classifier. For each testing image, we extracted the decision scores from the individual DR-related lesion detectors generating a high-level description and feed the high-level meta-classifier, which produces the final referral decision. We explore how this meta-classifier performs when fed with normalized and non-normalized decision scores.

• Without Normalization. We use six lesion detectors to characterize each image producing a raw high-level feature vector (no normalization) of decision scores in six dimensions which goes to the referral classifier for the final decision making. Figure 3 shows the results for HARD–SUM and SOFT–MAX respectively, with SOFT–MAX yielding the best results.

• Normalization with term-frequency. These experiments explore the normalization of high-level feature vectors (decision scores) using term frequency. Once the normalization process is complete, the images are classified. Figure 4 depicts the ROC classification results for SOFT–MAX considering term-frequency normalization. Similar results are obtained when considering HARD–SUM.

• Normalization with z-score. The high-level feature vectors are this time normalized using the z-score approach followed by the classification step. Figure 5 depicts the AUCs obtained for SOFT–MAX. Similar experiments with HARD-SUM do not show classification improvement over SOFT-MAX.

Table II summarizes all the results obtained for referral classification, presenting the arithmetic mean and standard deviation across the $5 \times 2$ cross-validation protocol. Considering
the HARD–SUM technique, the term-frequency normalization does not help (AUC = 82.5%) and was more than eight percentage points worse than the method without normalization. On the other hand, the z-score technique reached an AUC equal to 91.7%, higher than the result without normalization. However, the difference is not statistically significant.

Figure 6(a) depicts average AUCs along with standard deviation for the HARD–SUM approach considering the 5 × 2 cross-validation protocol. Note that z-score is also equivalent to not using normalization.

The meta-classifier without normalization performs better than with normalization using term-frequency because term frequency ends up reducing the importance of some activations in the high-level feature vector when subtracting all entries by the sum of the feature vector decision scores. In the high-level descriptor, a high activation is actually interesting once the higher the decision score the more confident is the lesion detector regarding the outcome of that image. On the other hand, there is no difference when using the meta-classifier without normalization with respect to z-norm. The reason is that the SVM implementation used already performs a scaling of the input data so as to standardize it.

<table>
<thead>
<tr>
<th>Technique</th>
<th>HARD–SUM</th>
<th>SOFT–MAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without normalization</td>
<td>90.8%±3.1%</td>
<td>93.4%±2.1%</td>
</tr>
<tr>
<td>Term-frequency</td>
<td>82.5%±4.7%</td>
<td>83.4%±4.6%</td>
</tr>
<tr>
<td>Z-score</td>
<td>91.7%±2.2%</td>
<td>89.4%±3.0%</td>
</tr>
</tbody>
</table>

As for the SOFT–MAX approach, the disadvantage of the term-frequency technique is maintained. The result without normalization, 93.4%±2.1%, is significantly higher than the result with z-score normalization, 89.4%±3.0%. Figure 6(b) depicts the average curves along with standard deviation for the SOFT–MAX approach considering the 5 × 2 cross-validation protocol.

The best results for HARD–SUM and SOFT–MAX, highlighted in Table II, indicate that normalization does not improve the final classification accuracy. Although the
normalization with z-score provides an approximate outcome, the extra computation burden for computing the mean and standard deviation makes the method unnecessarily computationally more expensive than its counterpart with no normalization.

D. Comparison with the State of the Art

In a strategy similar to ours, Decenci`ere et al. [17] combined heterogeneous information of individuals for devising a referral classifier. It is important to emphasize some crucial differences to our work: (1) the authors use parameters of quality assessment as descriptors, while we perform the analysis in a previous step (no quality analysis needed) nor any form of pre- or post-processing; (2) we do not explore contextual information other than training images with annotated referral information; and (3) we perform a cross-dataset training/testing, a setup closer to a real scenario.

Considering the decision scores obtained with SOFT-MAX lesion detectors (Figure 6(b)), the results of the current classification experiments (sensitivity 90% and specificity 85%) were better compared to the results published by Decenci`ere et al. (sensitivity 90% and specificity 50%), although caution is required as the testing scenarios and datasets were different. This translates to a greater reduction in unnecessary referral using the current methods.

Some recently published research, for example, [29] and [30] present higher AUCs. Barriga et al. [29] report an AUC of 98%, while [30] reports a sensitivity of 100% and specificity of 97% for “cases needing immediate referral.” However, in both cases, their definition of referral is detection of a specific lesion with high severity; for [30] the detection of images with risk 2 of macular edema in the Messidor dataset, and for [29] the detection of images with retinopathy grade 3 or risk of macular edema 2 also in Messidor.

Our definition of referable is more specific, it refers to the opinion of two experts that the patient should see a specialist within one year, for whatever reason not just the severity of a specific lesion.

V. Conclusion

Previous work has applied machine learning and computer vision techniques to detect DR-related lesions such as hard exudates, superficial hemorrhages, deep hemorrhages, cotton wool spots, drusen, and red lesions [2]. However only the most traditional BoVW coding/pooling technique, hard-assignment coding, and sum pooling (HARD–SUM) was investigated. In the current paper, we expand upon our previous work developing DR-related lesion detectors based on soft-assignment coding and max pooling. Our experiments show that, although the more recent SOFT–MAX scheme performs better for some of the lesions, the traditional HARD–SUM scheme is better for others, indicating that aided-diagnostic datasets have specificities unlike the ones of generic image recognition and evaluated by [18].

In addition to the new approach for characterizing DR-related lesions, the main novelty of this paper is the proposition of a fusion by meta-classification as a powerful tool for deciding whether a retinal image warrants a referral of the patient to a specialist within one year after screening. This meta-classification approach is based on the development of a new meta-classifier trained and tested with the decision scores generated by the individual lesion detectors. The scheme may be interpreted as the extraction of a high-level feature, composed of the scores of the individual lesion detectors, which is then used in the training and the decision of the meta-classifier.

Contrary to the expectation from previous results, normalization of the high-level feature vector scores did not improve on classification accuracy. Thus future work could investigate more robust normalization techniques such as the w-score [26].

The best result achieved by our approach reached an AUC of 93.4% using the SOFT–MAX BoVW (soft-assignment coding / max pooling). These results indicate that our proposed method, applying a unified framework for lesion detection using soft-assignment coding and max pooling, has good potential for being used as a referral classification algorithm.
This is especially the case as a cross-training/testing protocol was used for developing the methodology. A unified framework is one where any new detector can be simply connected to the framework by creating its appropriate visual dictionary without the need for any pre- or post-processing operation. The cross-training/testing protocol allows the use of retinal images to train individual lesion detectors which are different to the retinal images presented for classification that may have a different resolution, quality or captured using different retinal cameras.

Classification whether a patient needs to be referred or not based on individual lesion detectors may lead to over-referral, which is unlikely using the proposed meta-classifier.
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